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Resumen

En este trabajo, estudiamos la dindmica fuera del equilibrio de una cadena de spin-1 siguiendo un protocolo de
quantum quench. El modelo en especifico estudiado es una cadena XY-spin-1 con anisotropia. Estudiamos las
escalas de tiempo relevantes y la evolucién del Loschmidt echo, observables y entropias bipartitas. Exploramos
posibles parametros de orden para caracterizar la dindmica, y el rol de la simetria de paridad del modelo
en la distribucion de la informacién mutua. Identificamos con éxito pardmetros de orden adecuados para
caracterizar la dinamica emergente. Adicionalmente, brindamos una introduccién pedagégica a conceptos
centrales de la teoria de informacion clasica y cudntica, tales como la entropia de Shannon, informacién
mutua y quantum discord.

Palabras clave: Protocolo de quench, cadena de spin-1 no integrable, transicién de fase dindmica cudntica,
informacién cudntica.



Abstract

In this work, we study the out of equilibrium dynamics of a in general non-solvable finite spin-1 chain following
a protocol of quantum quench. The specific model studied is the XY-spin-1 chain with single-ion anisotropy.
We study the relevant time scales and the evolution of Loschmidt echo, observables and bipartite entropies.
We identify signatures of a dynamical quantum phase transition. We also explore possible order parameters
for characterizing the dynamics, and the role of the models parity symmetry on the mutual information
distribution. We succeeded in identifying adequate order parameters characterizing the emerging dynamics.
Additionally, we give a pedagogical introduction to central concepts of classical and quantum information
theory, such as the Shannon entropy, mutual information and quantum discord.

Keywords: quench protocol, non-integrable spin 1 chain, dynamical quantum phase transitions, quantum
information.
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Chapter 1

Introduction

In this work we study the out of equilibrium quantum dynamics in a XY-SPIN-1 finite chain following
a protocol of quantum quench. The work done is theoretical, and to the best knowledge of the author
corresponds to a previously unsolved problem.

We explain the motivation of the work, and put it into context within the relevant literature in the first
section Motivation for the work.

The proposed work for this Thesis, and the main problems to be studied are presented in Proposal.

We show the methods used in the second section Methods. We explain the methods used to study the
dynamical evolution of the system in System evolution; we give a short introduction to both classical and
quantum information in Concepts of Classical Information and Concepts of Quantum Information; we explain
the methods used to study entropy related properties in the chain in Entropies and Correlations.

The required resources for the development of the work are presented in Resources.



1.1 Motivation for the work

Quantum simulators [1, 2] open new lines of research with applications to many-body quantum systems and
quantum chemistry [3]. Due to the exponential growth of the Hilbert Space in many-body systems |4} |5] an
exact study of out of equillibrium dynamics becomes quickly intractable with classical computers. However,
this study is experimentally possible with quantum simulators. Several experimental platforms exist, which
are based on quantum superconducting circuits [6H9], trapped ions [10], trapped atoms |11] and ultra cold
atoms (12, [13].

Despite the advantages offered by these quantum simulators, the study of many-body quantum systems
making use of classical tools remains of interest |14]. Of special interest is the determination of universal
properties shared by many-body quantum systems independently of their microscopic constituents [15]. For
example, dynamical quantum phase transitions that can be characterized with suitable order parameters [L6].

The XY-SPIN-1 chain model studied in this thesis, was chosen due to its similar structure to the Jaynes-
Cummings Hubbard [17] [18] and Bose-Hubbard models [19]. All three models consist of a local non-linear
term in each site of the lattice plus an interacting hopping term between sites, but their constituents are
of different microscopic nature. The Jaynes-Cummings Hubbard treats with two-level atoms in cavities, the
Bose-Hubbard model treats spinless bosons, whereas the proposed XY-SPIN-1 model treats spin-1 particles.
Due to the difference in its microscopic components the selection of the model obeys the aforementioned
search for universality in the out of equilibrium dynamics of many-body systems.

In this direction, one of the main objectives of this work is to identify an order parameter quantifying a
dynamical quantum phase transition following a protocol of quantum quench, similar to the documented in
previous works [16, |20].

A salient feature of many-body quantum systems is entanglement [21H24]. One of the main motivations
to study entanglement in quantum systems, is that it can be used as a resource for quantum computation
algorithms [24], which can not be created with Local Operations and Clasical Comunication (LOCC) [25].
Furthermore, entropies and entanglement related measurements have been used to characterize out of equil-
librium dynamics and quantum phase transitions in the Bose-Hubbard model [26] and Heisenberg Spin 1/2
chains [27H32|. Therefore, the study of entropy and entanglement related quantities in spin-1 models is of
interest.

A further motivation is the recent successful simulation of an Spin-1 model with single-ion anisotropy in a
platform based on ultra cold atoms [33]. The model simulated in the work of Chung et. al., only differs from
the proposed model in an interaction term of the spin-z component of adjacent spins in the lattice. Therefore,
the methods developed in this work can be used in the future to characterize the out of equilibrium dynamics
of the model studied in [33].



1.2 Proposal

In this work we will study the out of equilibrium dynamics of a in general non-solvable spin-1 finite chain.
The out of equilibrium dynamics will be generated following a protocol of quantum quench. In general, in a
quantum quench protocol [34] the system is initialized in the ground state |1)p) of some initial Hamiltonian
Hy = H(\o), at a value Ag of some tunable parameter A of a more general Hamiltonian H (). Then at a
time ¢, say t = 0, this parameter A is suddenly change to a new value Ay. If the initial state |¢)) is not an
eigenstate of H(Ay) then a non-trivial out of equilibrium dynamics emerges.

The spin-1 model consider here is an specific case of the most general X X Z-spin-1 Heinsenberg chain

H=%" [J(S*gS;f +5U5Y) + JZ(S*féj)} +p > (55)% (1.2.0.1)

(i.4) i
The ground state of this model has been well studied in the past, and its phase diagram is now well known
[35]. A recent work studied several different quench dynamics in this model with long-chains |36]. Also, the

different quantum phase transitions for the case p = 0 have been characterized in terms of quantum discord
and quantum coherence in [37].

Here, we will focus on the model with J, = 0, and both the interaction between spins, and the local anisotropy
are negative

N N—-1
H= 7pz(‘§iz)2 -J Z (Sf: A%r+1 + S‘fS’Zﬁ_l) (1.2.0.2)
i=1 i=1

Recently the out of equilibrium dynamics of a very similar model was experimentally studied in |33]. The
difference with our model appears in the value of J, = J in their model. The main observable studied in their
experimental setup was the longitudinal spin alignment A = 2 — 3((5%)2). To the best of our knowledge, the
emerging dynamics following a quench protocol of the model we proposed has not been studied before. We
will focus on the cases of lattices with N = 2 and N = 3 sites.

In our quench protocol p is a fix parameter, and J will be the tunable parameter. Therefore, our Hamiltonian
H is given as a function of J, H = H(J). We initially set Jy = 0 and initiate the system in the eigenstate of
H(0) with a longitudinal spin alignment of 2. We will study the emerging dynamics of the unitary evolution
that follows from the full Hamiltonian acting on the initial state for different values of Jy. We
remark that our initial state is completely classical, in the sense that any measure of quantum information
on it is 0.

We first ask, is it possible to obtain with this model a maximally entangled state of two spins starting from a
completely classical state? We find that it is indeed possible. We give a detailed analysis of the entanglement
evolution in chapter 2 Results, specifically in the sub-section Bipartite Entropies.

In order to determine a proper dynamical order parameter, we analyze the time average of spin-z correlations.
We also analyze the time average of the bipartite entropies. As we are interested in the averages taken over
some time T, we ask ourselves, which is the value of T that will give us the most information about the
emerging dynamics? As commented in the reference [16], we expect that the time at which finite-size effects
start to dominate the dynamics will be important, and therefore we do a thorough study of the different
emerging time-scales thorough the J/p spectrum. In the sub-sections Effective Hamiltonian and States and
observables evolution of Trimer in chapter 2, we explore the origins of the different emerging time scales
of the trimer. We also compare the information that both the two point spin-z correlation functions, and
the bipartite entropies averages give of the different emerging dynamical regimes in the subsections Spin-z
Correlations and Bipartite Entropies.

Furthermore, we will explore signatures of a dynamical-quantum phase transition (DQPT) in our finite chains.
In general a DQPT is characterized by non-analicities in the rate function A(¢) of the Loschmidt echo L(t)
defined as A(t) = —In(L(t))/N in the thermodynamic limit (i.e. N — oo) [34]. In general, it is uncertain
weather or not the non-analicities in the rate function will occur in a finite model if a DQPT occurs in



the thermodynamic limit, or if a DQPT will occur in the thermodynamic limit if non-analicities in the rate
function appear in the finite case. For example, in a very recent study in the out of equilibrium dynamics of
the 1-D transverse field Ising model, it was found that in the finite chain non-analicities in the rate functions
appeared only for discrete values of the quench parameters [38]. We will explore if non-analicities appear
in the evolution of the rate function of our spin-1 model, and if they appear only for discrete values of J/p
or in a continuum spectrum of it. We present our results of this exploration in the subsections States and
Observables Fvolution of chapter 2.

Finally, we will also explore how the mutual information is distributed in the chain for the different emerging
dynamical regimes. We will try to define the role of the parity symmetry of the system in how it is distributed.
We present tentative results on this topic in the subsection Mutual Information of chapter 2.

In the methods section, we show the basic methods that we used to study the evolution of a many-body
spin-1 system. We give a pedagogical introduction to simple fundamental concepts of both classical and
quantum information theory.



1.3 Methods

1.3.1 Spin 1 Operators
Spin operators, S* with a = z,y, z; are Hermitian operators that satisfy the commutation relations |39)
[S%SB} =1ih Z Eamg” for any «,8=uz,y,z. (1.3.1.1)
Y=Y,z
Where €43, is the Levi-Civita tensor which satisfies
1 for even permutations of z,y, z

€apy = § —1 fir odd permutations of z,y, z (1.3.1.2)
0 otherwise

Spin operators act on the (2S5 + 1) Hilbert Space Hs and 82 = §° 4 &' 4 57 — S(S + 1)1. The most
common basis used is the set of eigenstates of the S* spin-z operator, {|1/?)}, which satisfy

§* %) = o y7), (1.3.1.3)
STy =/S(S+1) —a(c£1)|y7*!)  with S* =5 £iSY, (1.3.1.4)
(W7 |7) = 1. (1.3.1.5)

An usual representation for the states [¢)7) is in column vector form; which is the representation followed in
this work.

=10l (1.3.1.6)

whose elements are all zero with exception of the element in the S — o + 1 row which is one. For S = 1, using
relations (1.3.1.3)), (1.3.1.4) one finds the spin-1 operators in matrix form:

{010 {0 =i 0 (10 0
Sr=—1f1 0 1|, Sv=—[i 0o —i|], S =[0o o0 o]. (1.3.1.7)
V2 01 0 V2 0 = 0 0 0 -1
The corresponding eigenstates, [7) with ¢ = x,y, z, are therefore:
1 0 0
vy =+ =(0f, hH=l=|1], |uIH=l-1)=[0
0 0 1
1! 1 (1 1!
1y _ L oy _ I
|¢w>_2 V2|, |¥2) % 0|, vz ) 5 V2. (1.3.1.8)
1 1 1
1 71 1 (! 11
1\ _ . 0\ _ 1\ _ .
[¥y) =5 *Zl\/i ) W’y>—ﬁ (1) ) ¥,") =3 1\1/5 :

The above are the spin-1 matrix and vector representations used in the rest of this work. Numerically they
are build with the Python package NUMPY [40]; specifically as the object type numpy array.



1.3.2 Hamiltonian and States construction
1.3.2.1 Many-body states and Operators
In general, a many-body state in a spin chain with n spins of dimension d is represented as follows

d d

W}> = Z Ciyig...in |Zl> ® |12> e ® |Zn> = Z Citig...in ‘7:177:2 cee ln> s (1.3.2.1)

B1,89,in 1,09, 0n
where ® symbolizes a Kronecker product and the states |i;) are the possible states of each spin in the chain.

An operator is local if it is defined only on one site of the chain. For example, the local spin-z operator
defined in the site two of a chain with three spins would be written as

S; =125 a1. (1.3.2.2)

A non-local operator is one that is defined on more that one site of the chain. For example, the spin-x
interaction operator between adjacent spins one and two in a chain of three spins is written as

5785 =87 ® S @ 1. (1.3.2.3)

The dimension of any operator acting on a spin-1 chain of N sites will be 3V X 3V, In general the global
operators will be averaged over the number of sites in the chain, for example the S* operator for a chain with
N sites will be

1N
57 =N "5z 1.3.2.4
2 (1324
Numerically the many-body states and operators are build using the Python package NUMPY; specifically

the built-in function kron.

1.3.2.2 Hamiltonian

The Hamiltonian studied along this thesis reads

N N—1
H=—hp (5)° —hJ (S;PS;CH + Sgég+1), (1.3.2.5)

i=1 j=1

which can be equivalently written as
N No1
- N N
H=—tpd (S5 =h1 Y 5 (Sjsj+1 +5; 5j+1), (1.3.2.6)
i=1 j=1

The equality follows directly from the definition of S = S¥ 4 iSY.

Numerically the Hamiltonian for any number of sites N is built using the Python package NUMPY; and
specifically the built-in functions kron, and add.

1.3.2.3 Eigenstates and Eigenfrequencies

The eigenstates and eigenfrequencies are obtained numerically (and analytically when possible) by diagonal-
ization of the Hamiltonian for the chain with 2 and 3 sites. The numerical diagonalization is calculated using
the Python package NUMPY, specifically the built-in function eigh of the sub-package LINEAR ALGEBRA.



1.3.2.4 Parity operator

The parity operator II is usually defined as the space reflection operator x — —x |41]. In this work the term
parity operator refers to the spatial reflection of the chain when the origin of coordinates is set at half chain,
which coincides with a bond or a particle for even and odd N respectively. For example, for N = 2 the parity
operator over all the possible configurations in the Hilbert Space is defined as follows

II+1,41) = [+1,+1), TI[+1,0) =[0,+1), TII|+1,—1) =|-1,+1),
1[0, +1) = |+1,0), 11/0,0) = |0,0), 110, —1) = |-1,0), (1.3.2.7)
I|—1,+1) = [+1,—1), II|-1,0)=|0,—1), II|—1,—1)=|—1,—1).

Therefore, the matrix form of the parity operator for N = 2 spin-1 particles in the z-basis simply reads

o

(1.3.2.8)

OO OO OO O o
[N elNeNoNoll =N
[=Ne o NoNo N No Nl
[eslieliealeloBoBal s
[N e NeNall o N No N
O OO O OO oo
[N eNeNoNoNoll S oNe)
O oo OO oo
O OO O0O0o o oo

This is clearly a SWAP gate between the sites 1 and 2 of the chain. In general, by writing the SWAP gate
between sites ¢ and j of the chain as H;, the parity operator reads

(N=2)/2
Z !, for N even,

=4 W3, (1.3.2.9)

> T, for N oodd.

The parity operator II is such that the square of it is the identity II2 = 1. Therefore, its unique eigenvalues
are 1.

The parity operator, for any general IV, is build with an user defined function in Python, using the packages
NUMPY and ITERTOOLS [42].

1.3.3 System evolution

1.3.3.1 Unitary Evolution

The dynamics of the system is given by the Schrodinger equation
a|(t
mihgi ) = H (1)), (1.3.3.1)

which will be solved numerically and analytically for the two particle case. For the numerical solutions the
evolution operator will be used

U(t) = exp(—iHt/h) = exp(—iHtp), (1.3.3.2)
where the second equality holds as A = 1 throughout this work, and p can be factored out of the Hamiltonian
(I1.3.2.5)

R J = o
H = p(— > (57)? P Z SEST L+ ngsng). (1.3.3.3)
i=1 i=1



We are also setting p = 1, and therefore the time ¢ will be in units of p~!.

The state of the system at time t for a given initial state will be

[(8)) = U(t) [4(0)) . (1.3.3.4)

The matrix exponential of the Hamiltonian will be numerically calculated using the Python package Scipy;
specifically the built-in function expm.

Another option is to build the evolution operator for a small At and apply it consecutively to the initial
state. The first steps of this iteration are here illustrated

[P(A)) = UAL) [¥(0)) — [1(2A1)) = UAL) [p(AL) — [(3A1)) = U(AL)? [(0)) (1.3.3.5)
and in general

[(nAt)) = U(AL)™ |(0)), (1.3.3.6)

In this way the exponential of a matrix has to be calculated only once, and not at each value of t. Therefore,
the algorithm for calculating the evolution is more efficient.

It was checked that the error given by this second method with At = 10~* was for all purposes negligible. See
figure for a comparison between the states given by the two methods, for lattice number of sites N = 3
with the initial state |¢)9) =|0,0,0) and a ratio of J/p = 10.

3.0_] e—9
| — 1= {yalyu)|? exp(-iHt) vs exp(—iHAt)V | J/p =10
2.5- 1.8x107°

0 500 1000 1500 20;)0 2500 3000 3500 4000

Figure 1.1: Comparison between [1(t)r) calculated via the exact unitary operator at each value of ¢ versus [¢(t)a)
calculated with successive applications of the unitary operator for a small At = 10~*. The time axis is given in units
of p~t. The difference grows linearly with time and for all physical purposes is negligible within the simulating time.

1.3.3.2 Averages of relevant quantities

In this work, several quantities of interest will be averaged over a time interval T. Let C(¢) be any observable
or function of interest calculated from the wavefunction [¢(¢)) at any specific ¢; the time average C(t), is
defined as

___ 1 /T
C(t) = —/ C(t)dt. (1.3.3.7)
T Jo
Numerically, this is calculated with a time step At = 1072 between points of C(t). C(t) is calculated and
saved for ¢ = 0.000,0.001,0.002... and so on. The integral is calculated using the built in function of the

Scipy |43] package integrate.simps, which uses the Simpson rule to evaluate it.



1.3.3.3 Expectation value of observables

The expectation value of any observable O in the state |¢(t)), is given by

(0) = (B[Ol (1)) - (1.3.3.8)
Alternatively by using the density matrix p(t) = p(|1)(¢))) = |¢)Xv| the expectation value reads

(0 = tr(ép). (1.3.3.9)

In this work expectation values are numerically calculated using equation (|1.3.3.8)). This is preferred because
we are studying a closed system and storing the density matrices p(t) uses exponentially more memory than
storing the states |1 (t)) in vector form.

The matrix multiplications and inner products are performed using the Python package NUMPY; specifically
the built-in functions matmul or dot.

1.3.4 Concepts of Classical Information Theory
1.3.4.1 Shannon Entropy

Information theory was initiated by Shannon’s seminal paper A Mathematical Theory of Communication [44].
One of the key questions posed in it was: in a given discrete information source, at what rate information is
produced in it?; which lead him to the correlated question, can we find a measure of how uncertain we are
of the outcome of an specific event?.

Before laying out the answer given by Shannon to the second question, some simple definitions are suited.
An event, , can be understood as a physical process that may have discrete (like a coin toss) or continuous
(like the momentum of a particle) outcomes and has a probability distribution associated with it. A random
variable X is a mapping from an event €2 to a probability distribution associated with its possible outcomes;
therefore, from the point of view of classical information theory the specific properties of the physical system
are non-relevant, being the random variable associated with it what it is studied. Suppose the possible
outcomes of an event () are continuous. In that case, the random variable X associated with it will also be
continuous and will map the outcomes to a continuous probability distribution (this would be the typical
|4|? of the wavefunction describing the probability density of a particle); if the possible outcomes of an event
Q are discrete, then the random variable X associated to it will also be discrete, and maps the outcomes to a
discrete set of probabilities {p(x1),p(z2),...p(xq)} where d is the total number of possible outcomes (for the
spin-1 value of a particle in a specific direction d would be equal to three). For a more complete and formal
definition of a random variable see chapter one of Ref. [45]. In this work and in the following discussion, we
only considered discrete sample space of events.

In its work, Shannon proceeded with an axiomatic approach, stating the properties that a function that
measures the amount of uncertainty of a given event should have. The interested reader is compelled to see
the original publication [44] for the details of this derivation, which lead him to define what is known as the
Shannon Entropy.

For a random variable X (p(z1), p(x2),...p(zq)) its Shannon entropy, H(X), is defined as:

d
H(X) = H(p(21),p(22),...p(za)) = — Zpi log, pis (1.3.4.1)
i=1

with Olog, 0 = 0. In general, for a random variable X with d possible outcomes the maximum entropy is
log, d.

Therefore, the Shannon entropy it is understood as the uncertainty that an observer has on the outcome of
an event or about the state of a system before it is measured. Or reciprocally, it can be understood as the
amount of information gained when a measurement is performed in the system or the outcome of the event
is known [24].



For more details about the meaning and motivation of the Shannon Entropy, the interested reader is recom-
mended to see |24} [44] [46].
1.3.4.2 Joint Entropy and Conditional Entropy

In classical information theory the joint entropy, H(X,Y), of two random variables X and Y is defined as

H(X7 Y) = - Z p(x,y) IOng(l‘,y), (1342)
zeX,yeY

where p(x,y) is the probability of both events x and y to occur. The join entropy it is interpreted as the
uncertainty of the joint probability distribution of X and Y before it’s measured.

The conditional entropy, H(Y|X), for two random variables X and Y is defined as

HY[X)== > plx,y)log, p(ylz), (1.3.4.3)
rzeX,yeY

where p(y|z) means the probability of event y given that event x occurred. It is worthwhile giving some
concrete examples to illustrate its meaning.

In the toss of two coins which are represented by random variables X (p(h1),p(t1)) and Y (p(ha), p(t2)), where
p(h1) and p(t1) respectively are the probability of the first coin to fall on heads or tails, and p(hs) and p(ta)
respectively are the probability of the second coin to fall on heads or tails. If the toss is assumed to be fair,
that is the probability of heads and tails is the same for both coins, the joint entropy is given by

H(X,Y) = —p(hi, hg)logy p(hi, hg) — p(h1,t2)logy p(hi,t2) — p(t1, he)log, p(ti, he) — p(t1,t2) logy p(t1, t2)

1 1
= 4% (4log4> =log, 4 = 2.
(1.3.4.4)

And the conditional entropy H(Y|X) is given as
H(Y|X) = —p(h1, ha) logy p(ha|h1) — p(h1,t2) logy p(talhi) — p(t1, he)logy p(halt1) — p(t1, t2) logy p(ta[t1)

1 1
—4 x (4 log, 2) =log,2 =1,

(1.3.4.5)

which is the entropy of H(Y), and therefore the random variables X and Y are completely uncorrelated,
which is equivalent to say that no information about the state of the second coin is gained when we know
the state of the first one.

On the other hand, take for example the electric circuit formed by a switch which can have values open or
closed, connected to a battery and a led light which can be either on or off, and will always be on if the
switch is closed (or off if the switch is open).

svvitch)\> lamp

]

battery

The switch and the light are represented by random variables X (p(s,),p(sc)) and Y (p(l1), p(lp)), where p(s,)
and p(s.) respectively are the probability of the switch being open and closed, and p(lp) and p(l;) respectively
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are the probability of the light being off or on. Assuming an idealized situation where all the circuit elements
work perfectly, and p(s,) = p(s.) = 1/2; the joint entropy will be given by

H(X,Y) = —p(so,l0) logy (S0, l0) — P80, 11) 1085 P(S0,11) — p(Sc, lo) 1ogy P(se, lo) — p(se, 1) logy p(se, 1)
1 1 1 1
= filogi —0log0—0log0 — 510g§ = log 2.
(1.3.4.6)

The conditional entropy H(Y|X) will be
H(Y|X) = —p(s0, lo) 1ogz p(lo|so) — p(s0,11) 10gs p(l1]s6) — P(se; lo) logz p(lo|sc) — p(se, 1) logy p(lsc)

1 1
= —Elog21 —0logy 0 —0log, 0 — §log21 =0
(1.3.4.7)

therefore, the random variables X and Y are said to be completely correlated. This means that there is
cero uncertainty about the outcome of Y when the outcome of X is known, or equivalently, there is zero
information gained when the outcome of Y is known if the outcome of X was previously known.

An important theorem (related to mutual information) is the chain rule for the Shannon entropy, joint
entropy and conditional entropy of two random variables X and Y’; which states that

HX,Y)=HX)+HY|X)=H(Y)+ HX|Y). (1.3.4.8)
This implies that
HY|X)-HX|Y)=HY)—- H(X); (1.3.4.9)
thus conditional entropy is not reciprocal H(Y|X) # H(X|Y'), unless H(X) = H(Y).
For proofs, interesting theorems and more results the reader is referred to [46).
1.3.4.3 Mutual Information

The mutual information, I(z,y), between two random variables X and Y is defined as

p(x,y)

I(X;Y)= p(z,y)logy, —————, 1.3.4.10
() = 2o ) lors oo (13410
with 0log,(0/0) =0 [46].
It can be rewritten in the following form
I(X;Y)=HX)-HX|Y)=HY)—- H(Y|X); (1.3.4.11)

and is therefore understood as the amount of uncertainty loss in the random variable X when Y is known
or vice versa.

Using the chain rule mutual information can equivalently be written as
I(X;Y)=H(X)+HY)-H(X,Y), (1.3.4.12)

and is therefore also understood as the amount of information that the two random variables X and Y share.

These equalities can be summarized in the following Venn diagram:

11



Figure 1.2: Venn diagram summarizing the classical information theory relations between the Shannon entropy, joint
entropy, conditional entropy and mutual information of two random variables X and Y.

Thinking of mutual information, joint entropies and conditional entropies relations with the above diagram
is always valid when treating classical random variables, but this will not be the case in quantum mechanics.
This will be further discussed below in Concepts of Quantum Information Theory.

For proofs, interesting theorems and more results the reader is recommended to see [46].

1.3.5 Concepts of Quantum Information Theory

The Classical Information Theory concepts defined above have their corresponding analogous quantities in
Quantum Information Theory, which are in principle obtained by replacing the Shannon Entropy with the
von Neumann Entropy but with important subtleties added.

1.3.5.1 Von Neumann Entropy

The Von Neumann entropy of a density matrix p, is defined as

S(p) = —tr(plogp) = =Y _ Ailog A, (1.3.5.1)

where the A; are the eigenvalues of p. Historically, Von Neumann proposed its entropy definition as a
generalization to quantum mechanics of the Gibbs Entropy for a classical macroscopic state [47].

The Von Neumann entropy can also be seen as the quantum information analog of the Shannon Entropy |24}
44] |46]. Notice that the eigenstates of the density matrix in the Von Neumann entropy are analogous to the
probabilities of the random variable X in the Shannon entropy. Therefore, the Von Neumann entropy can
be seen as a measure of how uncertain we are of the state of the system before it’s measured.

Further, for a pure bipartite state of two interacting quantum systems, the Von Neumann entropy is the
unique measurement of entanglement between them [25] [48].

The reader is compelled to notice how surprising is the connection between statistical physics, information
theory and entanglement theory in very similar entropy functions. From one end, in statistical physics
Von Neumann entropy emerges as a quantum generalization of the Gibbs entropy that characterizes the
uncertainty of a macroscopic state and is maximized in equilibrium; from the other end, in information
theory emerges as the uncertainty of the information generated in a discrete information channel |44]; and
is the unique measurement of entanglement in pure bipartite states when entanglement is understood as a
quantum resource that can not be created with LOCC (Local Operations and Classical Communication)
operations [25]. That all these three functions are practically the same is remarkable.

The numerical calculation of the von neumann entropy is performed with the Python package NUMPY; in
specific with the built-in functions trace, eigh,log, and add.

12



1.3.5.2 Joint Entropy

The joint entropy of two subsystems A and B described by the density matrix pap, is defined as [24]

S(A,B) = S(pap) = —tr(paplogpap) = — »_ Ailog i, (1.3.5.2)

where the \; are the eigenvalues of psp. Notice that for a pure bipartite state [)4p) the joint entropy is

S(lYap)) = —tr(paplogpap) =0 with pap = [ap)¥asl, (1.3.5.3)

which quantifies the fact that one knows exactly the global state of the system and there is zero uncertainty
about it.

A fundamental difference with its classical information analog is that it is no longer true that local uncer-
tainties are less or equal to global uncertainties. In classical information theory is stated that

H(X)<H(Y)<H(X,Y)< H(X)+ H(Y). (1.3.5.4)

This means that the uncertainty on the random variables X and Y is equal or less than the global uncertainty
of the joint system (X,Y"), which is never greater than the sum of the entropies of X and Y independently.
Therefore, if an observer has zero uncertainty about the global state of a classical system, then it will have
zero uncertainty about the local state of its constituents. In quantum mechanics, this is not the case, take
for example an EPR state

~100) +]11)
\/§ )
which is formed by two qubits, lets’ call them the left and right qubits. Then, the global uncertainty about

the state of the system formed by the two qubits is its joint entropy which is zero. The local entropies are
defined for the reduced density matrix of each subsystem as

|¥)

S(pr) = —trr(prlogpr) = — Zx\f log AY; (1.3.5.5)

where the A\l are the eigenvalues of the reduced density matrix p, which is defined as p;, = trgr(p), and
indices L and R stand for left and right. The local entropies of our EPR state are

1 1 1
flogi = log 2; (1.3.5.6)

1
S(pr) = S(pr) = *glogi B

and therefore S(pr) > S(p). This means that despite that an observer has zero uncertainty about the global
state of the system, it has a non-zero uncertainty about the local state of its constituents.

For a pure bipartite state of two subsystems A and B, described by the density matrix p4p it is always true
that

S(pas) < S(pa) = S(ps); (1.3.5.7)

where p4 and pp are the reduced density matrices for subsystems A and B. The inequality and the equality
follow directly from the Schmidt’s decomposition of a pure bipartite state (see Entropies and Correlations
below).

The joint entropy will be important for the definition of mutual information, and therefore for the interpre-
tation of bipartite entropies and the definition of quantum discord.
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1.3.5.3 Conditional Entropy

One of the main differences between quantum and classical information theory resides in the definition of the
conditional entropy S(A|B) for two subsystems A and B, which is defined in |24] as

S(A|B) = S(A, B) — S(B), (1.3.5.8)
a mathematical definition that allows the chain rule for classical information to still hold
S(A,B) = S(B) + S(A|B). (1.3.5.9)

However, this is just a consequence of the definition and does not seem to carry any relevant physical
information. Notice that defined in this way the conditional entropy may even take negative values, and
if it is hoped to be interpreted as the uncertainty remaining on the state of subsytem A after the state of
subsytem B is known it does not seem to be an appropriate measure.

When trying to define the conditional entropy as a function measuring the uncertainty on the state of
subsystem A when the state of the subsystem B is known, we should notice that it is not a well defined
quantity until a specific set of measurement operators on subsystem B is chosen [49]. For this reason, one
writes the conditional entropy subject to an specific selection of measurement operators on subsytem B {IIz}.

The state of the system AB described by the density matrix p4p, after an specific measurement is done, and
the outcome corresponding to II7; has been detected is

1, p 41T
PABIG) = — Ty (1.3.5.10)
tr(HBpABHB)
Therefore, the conditional entropy for an specific set {IIg} was defined by the authors in [49] as
S(AIB({TI})) = > p;S(ATT,); (1.3.5.11)
J

where p; is the probability of obtaining the outcome associated with the projector Hjé. Notice that this
definition does carry physical significance, and can be interpreted as the average uncertainty that an observer
has on the state of subsytem A when a specific projective measurement is performed on the system B and
its state is completely known.

A consequence of the difference between the classical and quantum definitions of the conditional entropy, or
more precisely between the local accessible information, is that the chain rule equality in the most general
case is broken. In fact it turns out to be always true that

S(A,B) < S(B) + S(A|B{Ilg}). (1.3.5.12)

Let us call this inequality the chain rule inequality. Proofs of it can be found at [49] or at [50].
For pure bipartite states the conditional entropy S(A|B{Ilg}) = S(B|A{I14}) = 0. This follows from the
fact that after a projective measurement on a pure state is done and an specific outcome is detected, the
resulting state is also a pure state, and therefore its entropy is zero.
1.3.5.4 Mutual Information and locally accessible mutual information
The classical mutual information between two random variables X and Y, I(X;Y), is defined as

I(X;Y)=HX)-HX|Y)=H(Y)- HY|X); (1.3.5.13)

which means the amount of information that is gained about X when Y is known or viceversa. Using Bayes
theorem it is mathematically equivalent to

I(X;Y)=H(X)+ H(Y) - H(X,Y); (1.3.5.14)
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and is therefore also equal to the difference between the sum of the local uncertainties and the total uncertainty
on the two variables system.

Following the classical definition of mutual information, the locally accessible mutual information between
two quantum systems A and B, J(A, B), can be defined as the uncertainty left in subsystem A when the
state of sub-system B is known [51]

J(A,B{Ilp}) = S(A) — S(A|B{Iig}); (1.3.5.15)
which in general will not be symmetric under the exchange of A with B, as it involves an specific set of
measurement projectors and in general the conditional entropy will be different for different sets.

The other possible definition for quantum mutual information between two subsytems A and B whose state
is describe by the density matrix pag, I(A : B), is the difference between the sum of local entropies with the
global entropy pre-measurement

I(A: B) = S(A) + S(B) — S(A, B); (1.3.5.16)

where S(A) is the von neumann entropy of the reduced density matrix ps. I(A : B) will be simply called
mutual information.

From the chain rule inequality it follows that
I(A:B)— J(A,B{lig}) = S(B) + S(A|B{liz}) — S(A, B) > 0. (1.3.5.17)

This inequality will naturally lead to the definition of quantum discord as a measurement of quantum cor-
relations as it quantifies one of the fundamental differences between classical and quantum correlations. In
the former, all the shared information between two variables can be locally accessed, whereas, in the second
this is in general not true. Further comments are made in Quantum Discord below.

1.3.6 Entropies and Correlations

1.3.6.1 Schmidt Decomposition and Purifications

A quantum system whose state |¢) is known exactly is said to be in a pure state [24]; and it’s density matrix
is simply

p =Xyl (1.3.6.1)

Otherwise, the system is said to be in a mized state. A mixed state density matrix is a linear combination of
the different pure states in the ensemble; and is written as

p= Zpi i )XWil - (1.3.6.2)

The Schmidt’s decomposition of a pure bipartite state of subsystems A and B of dimensions n and m
respectively, [4p), is the following:

d
[Yap) = Z Vilia) @ lig), (1.3.6.3)

where the vectors in the sets {|14),|24)...]da)} and {|15),|2B)...|dp)} form an orthonormal basis of
dimension d; and the \; are positive real coeflicients. The proof of why such a decomposition exists is based
on the singular value decomposition of a matrix and is given with details in [24].

The \; are called the Schmidt’s coefficients; d is called the Schmidt’s number; and the orthonormal set of
vectors {|ia)}, {|ip)} are called the Schmidt’s vectors.
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The Schmidt’s coefficients for a pure bipartite state are unique. This is a consecuence of the fact that a
pure bipartite density matrix has, by definition, an unique state which generates it; which implies that the
reduced density matrix of any of the subsystems pa or pp is also unique. Therefore, as for a given Schmidt
decomposition of a state the reduced density matrix of system A, p4, is given by

pa=trp Z\//\/\ liaXial @ lisXiBl) = Z\//\/\ lia)jal @ (Islig) (jBllB) = Z)\l [Lalal, (1.3.6.4)

the Schmidt’s coefficients must also be unique. Notice that this is not the case for the Schmidt’s vectors
if one of the Schmidt’s coefficients is degenerate, that is the same number appears more than once in the
decomposition. In order to clarify the above statement take an EPR or Bell state

(100) +[11))/v2,
and notice that it is already in it’s Schmidt’s decomposition. Also take the following state
() +1==))/v2, with  |£) = [(0) £[1))/V2.

It is direct to check that both states above are representations of the same state. The Schmidt’s coefficients
remain the same, but the Schmidt’s vectors change. In general, for any degenerate Schmidt value, \;, any
set of orthonormal vectors build as linear combinations of the Schmidt’s vectors associated to the degenerate
value, \;, will also be a set of valid Schmidt’s vectors associated to it. When there are no degenerate Schmidt’s
values, the set of Schmidt’s vectors is also unique.

The uniqueness of the Schmidt’s values will be important for the Bipartite Entropies of pure states.

1.3.6.2 Bipartite Entropies

In this work, bipartite entropies are studied in the emerging dynamics of both the dimer and trimer. Their
dynamical evolution and averages over relevant times are determined.

Bipartite entropies are defined for any bipartite quantum system AB, described by a density matrix papg,
as the Von Neumann entropies of the reduced density matrices pa = trp(pap) and pp = tra(pap). The
bipartite entropy of A is S(A) = S(pa).

For pure bipartite states the bipartite entropy is unique and is the same for both subsystems A and B. This
follows from writing the state in its Schmidt’s decomposition

¥) = Z Vilia) ® i) = pa = Z Xilia)ial,  pp= Z N liplip| = S(A) = S(B). (1.3.6.5)

For a general pure state of a many-body system, 1), bipartite entropies are defined for specific bipartitions
of it. It is always possible to write any pure many-body system state as a pure bipartite state with an
specific bipartition. To show this, first notice that any product state of a quantum many-body system with
n sub-systems, each of them of dimension m; which can be written as

|e{jk_}> = |j1) ® |j2) ® -+ ® |jm) , where {ji} represents the set {j1,j2,...Jn},
can be mathematically decomposed in two sub-systems A and B.
For example, let n = 3 and m; = ms = mg3 = 3; then all product states can be written as
legy) = 1i1) ® 1g2) ® ljs),  with j; =1,2,3. (1.3.6.6)
The set of all different possible bipartitions, A — B, is {12 — 3,13 — 2,1 — 23}. The bipartition 12 — 3 means

that one is taking A as the system formed by the sub-systems 1 and 2, and B as the system formed by
sub-system 3. See figure
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A B A . B
1 \B\ 1

Figure 1.3: Possible bipartitions of a three particle system. From left to right 1 — 23,13 — 2,12 — 3.

A basis set for A is the one formed by the states
Ay = 11) @ lj2),  with j1,jo =1,2,3; (1.3.6.7)
which can be reshaped as
| A1) = [j1,72); = |71) @ |j2) with 1<1<9, l€N, (1.3.6.8)

with a simple mapping (j1,j2) — ¢ ((1,1) = 1;(1,2) — 2 and so on). A basis set for B is defined in the same
way

|By) = ljs), with js=1,2,3; (1.3.6.9)

without the need of reshaping and mapping as B is formed by only one subsystem. Then, in this new basis
the product state |€{jk}> can be rewritten as

legiy) = 141) ® [By), (1.3.6.10)

and therefore it is mathematically equivalent to a pure bipartite state of systems A and B, with dimensions
3 x 3 =9 and 3 respectively.

Now take a general quantum system of N sub-systems, where each sub-system ¢ has dimension m; and basis

{l41) ,]92) 5 -, |im,)}- A complete set of basis states for the system is formed by the set of all |e{ji}> product
states as defined above. As any state can be written as a linear combination of product states
W) =D et leqia) (1.3.6.11)
{5}

it follows that it can be rewritten as a pure bipartite state
) =D ey [454) ® B (1.3.6.12)
{3:}

and therefore it can be written in its Schmidt decomposition by using its singular value decomposition. In this
way the bipartite entropy is uniquely defined for any pure bipartite state independent from the dimensions
of its sub-systems.

For pure bipartite states the bipartite entropy is half the mutual information
I(A:B)=S(A)+ S(B) — S(A,B) =25(A) = 25(B); (1.3.6.13)
as S(A, B) = 0 because it is a pure state. It is also exactly equal to the locally accessible mutual information
J(A,B{Ilp}) = J(B,A{ll4}) = S(A) — S(B|A{ll4}) = S(B) — S(A|B{Ilg}) = S(4) = S(B). (1.3.6.14)
as S(B|A{Il4}) = S(A|B{IIp}) = 0 for pure states as explained above at the end of conditional entropy.

In the literature bipartite entropies are sometimes referred as entanglement entropies |32, (52, 53]. It has been
found that they signal quantum phase transitions in spin-chains, both static and dynamical [15} 26} 32} |54].

Numerically, bipartite entropies were calculated with an user defined function in Python using the library
NumPy; specifically with the functions kron, matmul, log, eigh.
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1.3.6.3 Quantum Discord

During the development of this work the Quantum Discord evolution and averages over relevant times were
studied in the trimer emerging dynamics, but the results and analysis are left to be presented elsewhere.

In classical information theory two identical measurements of mutual information are I(A, B) and J(A, B)
I(A;B)=H(A)+ H(B) — H(A, B), (1.3.6.15)
J(A,B) =H(A)— H(A|B) = H(B) — H(B|A), (1.3.6.16)

which can be shown to be equal using the classical information chain rule. When these measurements are
generalized to quantum systems one gets the mutual information I(A : B)

I(A: B) = S(A) + S(B) — S(A, B), (1.3.6.17)
and the locally accessible mutual information J(A, B{IIg})
J(A,B{llg}) = S(A) — S(A|B{Ilg}); (1.3.6.18)

as explained above in concepts of classical information theory and concepts of quantum information theory.

Quantum discord was originally defined in the work of Ollivier and Zurek [49] as the difference between the
mutual information I(A, B) and the locally accessible mutual information J(A, B{llg})

(A, B{llg})=1(A: B) — J(A,B{lig})

= S(B) + S(A|B{llg}) — S(A, B). (1.3.6.19)

Notice therefore that quantum discord is a measurement of how broken is the mutual information chain rule
for quantum systems for some set {IIg} of projective local measurements.

At a similar time Henderson and Vedral [55] proposed a measurement for the classical correlations in a
bipartite quantum system Q(A, B). The proposed measurement was the maximal value of the locally accessible
mutual information:

QA.B) = sup J(4, B{llz}) = S(4) — min S(AB{ITs); (1.3.6.20)

where it is not in general true that supyy,y J(A, B{llp}) = supyy,y J(B, A{lla}) [56]. This leads to the
more physically relevant definition of quantum discord as

§(A,B)=1(A:B) - Q(A,B) = S(B) + {rgin} S(A|B{Ilp}) — S(A, B); (1.3.6.21)
B
which is interpreted as the amount of quantum correlations between systems A and B. Discord is in general

not symmetrical under the change A — B = (A, B) # (B, A).

Note that for a pure bipartite state the quantum discord is exactly equal to the bipartite entropy
d(A,B)=5(B) — S(A,B) + min S(A|B{Ilp}) = S(B) = S(A4); (1.3.6.22)

due to the fact that for a pure bipartite state S(A4, B) = 0, S(A|B{Ilg}) = S(B|A{ll4}) = 0 and S(A4) =
S(B) as explained above in Bipartite Entropies and Conditonal Entropy.

Quantum discord has been found to identify critical points in quantum phase transitions [29} 37, |57} |58]. It has
further interests in several areas, including quantum algorithms, quantum information, thermodynamics [51]
and many-body physics. In general quantum discord is minimize with Positive Operator Value Measurements
(POVM) instead of projective measurements as presented here, but it has been numerically found that the
difference is minimal [59]. For a review see the reference [56].
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1.4 Resources

The resources needed for the development of this work were a computer, books and access to the relevant lit-
erature. FONDECYT 1190727 provided both the books and the computer, iMac model 2014. The University

has access to the specialized journals in digital form.
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Chapter 2

Results

In this chapter we present the results of this work.

We divided their presentation in the three following sections Hamiltonian General Properties, Dimer Quantum
Dynamics, Trimer Quantum Dynamics.
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2.1 Hamiltonian General Properties

In this section we give the general properties of the model Hamiltonian
N N-1
H=—hp» (S7)>=hJ Y (5757, +5YSY ).
i=1 i=1

We highlight the competition between the local anisotropy term, and the interaction term given by the
XY-spin interaction. Thus, the emerging dynamics will depend on the ratio J/p.

2.1.1 Conserved spin quantities

The conserved quantities of the system are the global S, and the total square spin of the chain 52 =
(57)? 4 (5%)* + (5%)%,

[SH] -0, [SQH} —0. (2.1.1.1)
The rest of spin observables are in general not conserved:

{S"‘,H}#o with o= z,y:
(62, ] £0 with == (2.1.1.2)

2.1.2 Unitary symmetry

The system Hamiltonian has U(1) symmetry, which corresponds to the invariance of the system under global
unitary rotations over the z-axis. This is proved by showing the invariance of the Hamiltonian under the
following unitary transformation [39]

N
(UZ)THU; = H, with U; = exp(—wSZ) = Hexp(—wﬁf). (2.1.2.1)
i=1

It can be shown that the same invariance does not hold for Ug* with o = z,y.

2.1.3 Parity

As the Parity operator is unitary it follows that the system has parity symmetry as the Hamiltonian is
invariant under the transformation

IIHII = H. (2.1.3.1)

This implies that if the initial state of the system is an eigenstate of the parity operator with eigenvalue +1
or —1, the system will only explore the positive or negative subspace respectively.

The proofs of all conserved quantities are presented in the appendix Proofs.
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2.2 Dimer Quantum Dynamics

In this section we study the dynamical properties of the XY-spin-1 model for N = 2 particles. Being the
simplest possible case where a non-trivial dynamics emerges, physical intuition is gained by its study. In
particular, we discuss the effective Hamiltonian and accesible states, analytical solution, eigenstates and
eigenfrequencies, evolution of the accessible states probabilities, Loschmidt echo, spin-z correlations and the
von Neumann entropy evolution and its time average

2.2.1 Accessible Hilbert Space and Effective Hamiltonian

The accessible states of the system are the positive eigenstates of the Parity operator with an expectation
value of the global spin-z operator (S*) = 0:

00) = (é)

[1) = (|+1,—-1) + ‘_17+1>)/\f25 <(3)

|%0)

(2.2.1.1)

Where [t)g) corresponds to the initial state. In the basis {|¢) ,|1)1)} the effective Hamiltonian is

Hog = (_\%J _‘/2%]). (2.2.1.2)

The emerging dynamics between the two effective states are equivalent to those of a two-level system where
the initial state is a linear combination of the ground and excited states. The state of the system at time ¢
reads

|’l/)(t)> = eiiEotCOO |E0> + 67iE1t610 |E1> , with Cij = <E1‘1/}]> . (2213)

Here, Fy = p(—y — 1) and E; = p(y — 1), with v = 1/2(J/p)? + 1, are the eigenfrequencies of the effective
Hamiltonian and |Ey) , |E1) their corresponding eigenstates. Therefore, the evolution of the system is periodic
[t +T)) = |(t)), with period T = 7 /py.

2.2.2 States and Observables Evolution

In our search for signatures of dynamical quantum phase transitions (DQPTs), we study the Loschmidt
echo L(t) = | (¢(¢)[tho) |* since DQPTs are characterized by non-analicities in the the rate function A(t) =
—In(L(t))/2 |34, 160]. We also study the longitudinal spin alignment A = 2 — 3(5%). This quantity was the
main observable recorded in the experimental evolution studied in the Ref. [33]. As we show below and
in the following subsections, A can be used to measure both the Loschmidt echo and the two-point spin-z
correlation function. It can also be used to determine the time ¢ at which a maximally entangled state is
reach.

Using the effective Hamiltonian [2.2.1.2] the evolution was solved analytically. In the basis of the accessible
states, the state of the system as a function of ¢ is given by

B cos(fytp)fiisin(wp)
¢(t)>< Z.g%sinwp”) : (2.2.2.1)

The Loschmidt echo and the probability amplitude |c1(¢)|* = | (¢1|¢(t)) |? are given by

2J2/p2
2

5 sin(ytp). (2.2.2.2)

L(t)=1- (7 = 1) sin®(vtp),  le(t)]* =
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This implies that the Loschmidt echo will oscillate in time between £(t) = 1 for t = nT, and L(t) = 1/~ for
t = (n+1)T/2 with n € N. For finite values of J/p, 1/9? is never zero. Thus, it follows that non-analiticities
never show up in the rate function A(t).

The longitudinal spin alignment A at time t reads

6J2 )
A=2— PR sin”(ytp), (2.2.2.3)

which implies that A will oscillate periodically in time between A(t) = 2 for t = nT and A(t) = 2 —6J2/p?
for t = (n+ 1)T/2 with n € N. When [¢(t)) = co [to) + c1 |[¢01) with |co|? = 1/3,|e1|* = 2/3, A is equal to
zero since the spin-z distribution in this state is entirely random. A reaches its minimum value, Ay, at half-
period, and several minimum values of A,;, can be reach at different values of J/p. For instance, at J/p = 1,
Amin = 0. For J/p > 1, Amin < 0 and reaches the minimal possible value Ay, = —1 in the limit J/p — oo.
As L(t) = (A4 1)/3, the Loschmidt echo becomes zero at half-period only in the asymptotic limit J/p — oco.
Therefore, signatures of a dynamical quantum phase transition are not found in the dynamics for finite values
of J/p. In figure we show the evolution of A as a function of time for values of J/p & 0.23,1.00,4.57.
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Figure 2.1: The longitudinal spin alignment A is plotted as a function of time. The lines solid with circular markers,
solid, and dashed correspond to J/p &~ 0.23,1.00,4.57 respectively.

2.2.3 Spin-z Correlations

One of the main objectives of this work is to identify an adequate order parameter for describing dynamical
quantum phase transitions. In general, an order parameter is such that it vanishes for one dynamical phase
and takes a finite or even unbounded value in another phase in the long-time dynamics [16} [61]. With this
in mind, we study the average over a period T' = 7 /py of the two-point spin-z correlation function C(t) for
each value of J/p, which exactly reflects the desired dynamical behavior of an order parameter.

Within the framework of the effective Hamiltonian [2.2.1.2] the time average of the two-point spin-z correlation
function C(t) reads

T N /- Y o\ /4 J?
cmz@waf@@@@zfﬁ[@ﬁ@f@ﬁ@@w:fﬁﬁ (2.2.3.1)
We notice that the time average of the two-point spin-z correlation is related to the longitudinal spin alignment

according to the relation C(t) = —((5%)2) = (A — 2)/3. Therefore, in the dimer case, the average of the
longitudinal spin alignment A over a period T gives the same information about the dynamics as C().

In figure we plot C(t) and its derivative with respect to log(J/p). The inflection points of its first
derivative are log(J/p) = —0.44,0.13 — J/p = 0.36,1.45. These points allow us to identify three dynamical

23



regimes. A local-dominant regime where the anisotropy term dominates the dynamics and a small close to
zero time average of the two-point spin-z correlation is build. An intermediate regime where the time average
of the two-point spin-z correlation quickly decreases as J/p increases, and an interaction-dominant regime
where the two-point spin-z correlation time average converges towards —1/2. Although these points allow
us to identify three dynamical regimes, we stress that the inflection points of the first derivative of the von
Neumann entropy will allow us to identify finer and richer dynamical features, as we shall see in the next
subsection Von Neumann Entropy.
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Figure 2.2: The log(J/p) is taken in base 10. The solid (blue) line represents C(t) averaged over T' = 7/py as function

of log(J/p). The dotted (green) line shows the first derivative of the time average C(t)/ with respect to log(J/p) scaled
by 1/5 to fit the plot. The solid (black) horizontal line is set at 0 which is the value of C(¢) in the limit J/p — 0.
The horizontal dashed line is set at —1/2 which is the value of C(¢) in the limit J/p — co. The vertical dashed lines

are at the inflection points of C(t)l, that is, log(J/p) = —0.44,0.13.

2.2.4 Von Neumann Entropy

Analytically the von Neumann entropy associated with the reduced density matrix p;(t) = p2(t) reads

2
S(t) = —|col?logs |col? — |e1]? logs %, (2.2.4.1)
with |co|? = cos?(yt) + sin?(yt) /% and |e;|? = 2J?%sin?(t)/v%p?. In figure [2.3] we show the von Neumann
entropy evolution as a function of time for values of J/p =~ (0.23,0.85,1.78,4.57). The maximum entropy,
S(t) = 1, is reached for the maximally entangled qutrit state state [1)(t)) = co [1o) + €1 [11)with |co|? = 1/3
and |c1|? = 2/3. For J/p < 1 the system never reaches the maximum entropy. For J/p = 1 it reaches the
maximum entropy, and therefore a maximally entangled state, once per period. For J/p > 1 it reaches the
maximum entropy twice per period. This pattern can be clearly understood by looking at the probability
amplitude of the accessible state |¢1) in eq. During a complete period the maximum value of |c;|?
is greater than 2/3 for J/p > 1, and therefore the point |c;|? = 2/3 is reached twice in each period. Due
to the long time window that the dimer is nearly a maximally entangled state when J/p ~ 1, the dynamics

provides a good protocol to generate highly entangled states of spin-1 systems.

In figure we plot the time-average over a period T = 7/py of the von Neumann Entropy and its first
derivative with respect to log(J/p). In contrast with the first derivative of the time average of the two-
point spin-z correlation function C(t), we identify three inflection points of the first derivative of the time
average entropy S(t) which are able to capture richer and finer dynamical features. In particular, we define
four different dynamical regimes, namely, a local-dominant regime, a first intermediate regime, a second

intermediate regime, and an interaction-dominant regime. These regimes are explained in the following.
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Figure 2.3: In the left panel we show the evolution of S(t) for J/p ~ 0.23,0.85. The vertical solid (red) and dashed
(blue) line are set at the first period of evolution T' = 7 /py for J/p ~ 0.23,0, 85 respectively. In the right panel we
show the evolution of S(t) for J/p ~ 1.78,4.57. The vertical solid (red) and dashed (blue) lines are set at the first
period of evolution T' = «/py for J/p ~ 1.78,4.57 respectively.
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Figure 2.4: The log(J/p) is taken in base 10. The solid (blue) lines represents the average von Neumann entropy

S(t) as a function of log(J/p). The dotted (red) line represents the first derivative of S(t) with respect to log(J/p),
S(t)/. The vertical long-dashed (green) lines are set at the inflection points of S(t)/ log(J/p) = —0.63,—0.07,0.66 —
J/p =~ 0.23,0.85,4.57. The vertical and horizontal dashdotted (black) lines show the maximal value of S(t) reached for

log(J/p) = 0.25 — J/p =~ 1.78. The horizontal short-dashed (blue) line is set at the asymptotic value of S(¢) ~ 0.6671
in the limit J/p — oo.

We define the local-dominant regime for J/p < 0.23, where we identify the first inflection point at J/p ~ 0.23.
In this regime, S(t) slowly increases from 0 in the limit J/p — 0 to S(t) = 0.196 for .J/p ~ 0.23.

We define the first intermediate regime with J/p € (0.23,0.85), where we identify the second inflection point
at J/p ~ 0.85. In this regime, S(t) rapidly increases from 0.196 for .J/p = 0.23 to 0.628 for J/p = 0.85.

We define the second intermediate regime with .J/p € (0.85,4.57), where we identify the third inflection point
at J/p ~ 4.57. In this regime, S(t) slowly increases until reaching a maximum S (¢) ~ 0.693 at J/p ~ 1.78,
and then starts to slowly decrease.

max

We define the interaction-dominant regime with J/p > 4.57, where S(t) converges towards the asymptotic
value of S(t) ~ 0.6671 in the limit of J/p — oo. This diminution of the average entropy is explained by
the fact that the dip between the two maximum of S(t), reach at T'/2, is more pronounced as J/p increases.
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Compare the dips between the two maximum within each period for J/p ~ 1.78 and J/p = 4.57 in the right
panel of figure [2.3

The dip between the two maximum of the von Neumann entropy is explained as follows. In figure we plot
the von Neumann entropyof the state 1)) = cq [1bo) +c1 [11) as a function of |cg|2. In the evolution, for
J/p > 1 the von Neumann entropy will reach its maximum value of 1 when |co(t)|? = 1/3 at a time ¢ < T'/2.
Then, it will decrease until ¢ = T/2 when |cg(t)|? reaches its minimal value. We indicate the minimal
values reach by |co(t)|? = | (¢0o|1(¢)) |* with vertical solid, dashed and dotted lines for J/p ~ 1.00,1.78,4.57
respectively. As for increasing J/p the minimum value reach by |co(t)|? gets smaller, so does the dip between
the two maximum and the average over a period decreases.
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Figure 2.5: The solid (red) line shows the static von Neumann entropy as a function of |co|2. The vertical solid, dashed

and dotted lines respectively correspond to the minimum values reach by |co()|* — 1/4* with v = /2J2/p2 + 1 in
the evolution for values of J/p ~ 1.00,1.78,4.57.

We remark that the values of J/p given by the inflection points of the first derivative of S(t) provide a
guideline to categorize and better understanding the different emerging dynamics of the system with respect
to the ratio of J/p. We also conclude that the average of the von Neumann entropy is a more complete order
parameter than the average of the two-point spin-z correlation function, in the sense that more information
about the different emerging dynamical regimes can be extracted from it.

We further note that if a unique time T is fix to study the average over the whole J/p spectrum, then the
long-time asymptotic behavior is not well represented for all values of J/p, and physical information about
the dynamics is lost. For example, if a fix T' throghout all the J/p spectrum is used to calculate S(t), its
derivative losses its physical meaning since it would be quickly oscillating between positive and negative
values. In contrast, if the average is taken over the period T' = 7/py for each value of J/p, the derivative of
S(t) smoothly changes as we show in the figure For the dimer the evolution is periodic, and it is simple
to determine the appropriate value of T for each value of J/p that captures the average in the asymptotic
long-time limit 7" — oo. Finding the values of T that correctly represent the average in the asymptotic

long-time limit will become more challenging as the number of sites in the lattice increases, as we will discuss
in the next section.
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2.3 Trimer Quantum Dynamics

In this section we study the dynamical properties of the XY-spin-1 model for N = 3 particles. The trimer
corresponds to the smallest chain without an analytic solution for the emergent dynamics. In comparison with
the dimer, we obtained richer non-periodic emerging dynamics, and additional physical intuition is gained
with respect to the emerging times scales. We find signatures of a dynamical quantum phase transition, and
confirm that time averaged bipartite entropies are more complete order parameters than the time average
of the two-point spin-z correlation functions. Further, we study the role of the parity symmetry of the
system in the mutual information distribution. In particular, we discuss the effective Hamiltonian, accesible
states, eigenstates and eigenfrequencies, Loschmidt echo and its rate function, spin-z correlations, bipartite
entropies, and mutual informations.

2.3.1 Effective Hamiltonian

The accessible states of the system are the positive eigenstates of the Parity operator with an (S’ 2 =0:

1
[tbo) = |000) = [ O |,
0
0
0
0
) = (14+1,0,-1) + |-1,0,+1))/v2 = | 0
1
In this basis the effective Hamiltonian is
0 —2J 0
Hg=|-27 -2p —V2J]|. (2.3.1.2)
0 —V2J -2
The state of the system at time ¢ reads
2 .
W(t) =Y e Filey|E), with ¢ = (Eily;), (2.3.1.3)
i=0

where the E; and |E;) are the eigenfrequencies and eigenstates of the effective Hamiltonian.
At time ¢ the probability amplitudes p; = | (1;|1(t)) |* of the accessible states read

2
2

| (ilep(t)) |* = chicjoe” Pt (2.3.1.4)
7=0

and the expectation value of any observable O reads

2
<O> = Z C;‘OC]'O <E1|OA|E]> GiiAjit, with Aij = Ez — Ej. (2315)

i,j=0
Is clear that all the emerging dynamics are, at least in principle, contained in the accessible states, eigenstates
and eigenfrequencies of the system. Therefore, for characterizing the emerging dynamics it is useful to study

the spectral properties of the frequencies (or energies) of the system [62} [63]. In our particular finite case,
the ratio between frequencies Ry = min(Aa1 /A0, A1g/A21) will determine the time scales of the dynamics.
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Commensurable values of Ry will lead to periodic dynamics, and uncommesurable values of Ry will lead to
non-periodic dynamics. We numerically find that for J/p # 0,00 Ry is always uncommesurable, and the
emerging dynamics will always be non-periodic. In figure we plot Ry, and the weights of the effective
Hamiltonian eigenstates, |c;;|?, in the initial state as a function of log(.J/p). We discuss their relation with
the emerging dynamics in the appendix Trimer Additional Results.

In figure the values log(J/p) = —0.73,0.65,—0.2, —0.11,0.67 — J/p ~ 0.19,0.22,0.63,0.78,4.68 corre-
spond to the inflection points of the first derivatives of the averaged bipartite entropies Sia_3(t) and S13_2(t)
with respect to log(J/p). As in the dimer, these points allow us to define four different dynamical regimes, as
we further discuss below in States and Observables Evolution and Bipartite Entropies. We show these points
in figure [2:0] to highlight how the dynamical regimes that we identify for the trimer are consistent with the
behavior of both Ry and the weights |c;o?.
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Figure 2.6: The log(J/p) is taken in base 10. The left panel shows Ry as a function of log(J/p). The right panel
shows the weights of the effective Hamiltonian eigenstates in the initial state plotted as a function of log(J/p). In the
right panel the dashed horizontal line is set at 1/3. The weights |coo|® and |c10]? steadily increase in the intermediate
regime log(J/p) € (—0,73,.67) from 0.0144 and 0.0184 to 0.2788 and 0.3267 respectively, which are close to their
asymptotic values |coo|®> = |c10|® = |c20]? = 1/3 in the limit J/p — oco. In both panels the dashdotted (yellow) and
dashed (green) vertical lines mark the inflection points of the first derivatives of Si2—3(¢) and Si3—2(t) respectively.

2.3.2 States and Observables Evolution

In figure 2.7 we plot the short time evolution of probability amplitudes of the accessible states for values of
J/p ~ 0.19,0.78,2.19,4.68. As expected from the effective Hamiltonian structure, initially in the
evolution p; = | (1] (t)) |? increases while po = | (12]|1(¢)) |> remains close to zero. Afterwards all three
probabilities will in general oscillate non-periodically.

For J/p < 0.19, in the local-dominant regime, the system slightly departs from the initial state to then come
back to it quasi-periodically.

In the intermediate regime, 0.19 < J/p < 4.68, the system oscillates away from the initial state until it
reaches a minimal value of the Loschmidt echo, £(t), and then starts returning to the initial state, completing
a Poincare Recurrence at a time 7T;. (see the left panel of figure . This is a finite-size effect of the system,
and for larger systems this observable Poincare recurrence will occur in longer times.

The value of J/p = 1.00 establishes a relevant point which allows us to differentiate a true Poincare recurrence
from a near return to the initial state at time T,,. For J/p < 1.00, T,, = T,.. For J/p > 1.00 T,,, # T,-.
For example, in the lower right panel of the solid (blue) line shows the short time evolution of L(t) =
|<w0’1/)(t)> |2. In this short times we see a quasi-periodic evolution with period 7T,,. This quasi-periodic
evolution is lost in longer times which we show in the right panel of figure 2.8 There, we can see that that
the system drifts away from the initial state until finite size effects dominate the dynamics and a Poincare
recurrence occurs. See the appendix Trimer Additional Results for a plot of T,., T,,,, and a discussion of their
connection with the eigenfrequencies of the system.

In the intermediate regime 0.19 < J/p < 4.68 the minimum value reached by L(t) gradually decreases from
approximately 0.87 for J/p ~ 0.19 to be lower than 0.001 for J/p ~ 1.66. For all the values of J/p > 1.66 the
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rate function A(t) = —In(L£(¢))/3 has clear kinks at the times where the fidelity is lowest, showing signatures
of a dynamical quantum phase transition with a critical point in J/p & 1.66. For smaller values of J/p these
kinks become less pronounced. For example, for J/p = 1.00 the rate function has no kinks whatsoever. In
figure we show the evolution of the rate function for J/p ~ 1.00, 1.66.

Crucially, in contrast to what happened in the 1-D Transverse Field Ising Model (TFIM) studied in , where
only for certain discrete values of the quench parameters the system evolved towards an orthogonal state
with respect to the initial state, in our spin-1 model for all values of .J/p > 1.66 the system evolves towards
an almost completely orthogonal state |¢’(¢)) with respect to the initial state (i.e. | (¢/(t)[1o) |> < 0.001). In
the appendix Trimer Additional Results we give a plot showing the minimal values reach by L(t). We also
discussed there how the longitudinal spin alignment can be used to measure the Loshcmidt echo.
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Figure 2.7: From left to right and up to down the panels show the probability amplitudes as a function of time for the
accessible states in the system evolution for values of log(J/p) = —0.73,—0.11,0.34,0.67 — J/p ~ 0.19,0.78,2.19, 4.68.
In the labels |c;(t)|?| = | (s |0 (t)) 2.
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Figure 2.8: The left (right) panel shows the Loschmidt echo L(t) for J/p =~ 0.78 (J/p ~ 4.68). In the left panel the
vertical dashed lines are half-integers multiples of the the first Poincare recurrence time T} ~ 18.34p~". When t = T,
L(t) =~ 0.997. The second recurrence time is shorter than the first. The half-integers multiples of the first recurrence
time coincide with local maxima and minima in the fidelity due to the quasi-periodic nature of the evolution. For
longer times this coincidence is broken. In the right panel the vertical dashed lines are half-integer multiples of the
the first Poincare recurrence time T} ~ 469.55p . Due to the long time shown and its rapid oscillation the line for
L(t) looks like is filling all the colored region but is not.
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Figure 2.9: The left panel shows the Loschmidt echo £(t) and the rate function A(¢) as functions of time for J/p = 1.00.
The right panel shows the Loschmidt echo £(¢) and the rate function A(¢) as functions of time for J/p ~ 1.66. The
dashed vertical lines are set at the peaks of the rate function which signal a Loschmidt echo £(¢) < 0.001. In the right
panel the plot is centered around T, /2 &~ 31.6 which is very close, but not exactly equal, to the time in which A(¢) is
highest.

2.3.3 Spin-z Correlations

For the trimer there are two different two-point spin-z correlation functions
Cia(t) = <5152> - <Sl> <52> and  Ciy(t) = <slsg> - <Sl> <53> (2.3.3.1)

In our specific dynamics these correlations time averages are given by

Cra(t) = —lea(t)]2/2, Cr3(t) = —|ca(t) ]2 (2.3.3.2)
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Figure 2.10: The log(J/p) is taken in base 10 and is shown with a step of 0.01 between points. The solid lines show
the two-point spin-z correlation functions Ci2(t) and Ci3(t) averaged over integer multiples of the half-recurrence
times nT; /2 for each value of log(J/p). We choose different decreasing values of n between 80 for J/p < 1.00 and 1
for J/p > 25, this implies that the integration times n7;/2 approximately ranged between 252 p~! for J/p =~ 0.04 to
6700 p~* for J/p ~ 25.12. The dotted lines show C12(t) and Ci3(t) averaged over a fix value of T = 10 for each value
of log(J/p). The horizontal dashed lines are set at —1/3 and —1/6.

In figure 2.10] we plot the two-point spin-z correlation functions time average over integer multiples of the
half-recurrence times 7,/2 for each value of log(J/p). Their first-derivatives inflection points identify an
intermediate regime but not as precisely as bipartite entropies and we omit showing them. We also plot
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their time average over an unique constant cutoff 7' = 10 p~! for each value of log(.J/p). In the interaction-
dominant regime the averages over both short and long times of Cj2(t) and Cy3(¢) converge towards —1/6
and —1/3 respectively. In the intermediate regime the short time average oscillates around the average in
the recurrence times. This implies that the predicted Poincare recurrences and the overall behavior of the
dynamics are not well trapped by the average of the two-point spin-z correlation functions, as there is no
substantial difference between the short time averages and the recurrence time averages. Nonetheless, in the
intermediate regime the evolution of both Ci5(t) and Cy5(t) reflect the overall behavior and the Poincare
recurrences of the system. In the appendix Trimer Additional Results we further discuss the long time
evolution of Ci2(t) and Ci3(¢).

We note that for any fix 7', that is not extremely long, the oscillations seen in the average when T'= 10 p~*

are unavoidable due to the different time scales of the emerging dynamics for the different values of J/p. We
stress that these oscillations in the averages, when the average is taken for a short fix T throughout all the
J/p spectrum, do not carry any significant physical information.

2.3.4 Bipartite Entropies
The bipartite entropies S12_3(t) and Sy13_2(t) are

Sia-a(t) = S(pa(t) = ~(ea(0/2-+ ea)? g 112 208

= (leo®)* + lex (O)[/2) Jog (Jeo(t)|* + [ex (1)]*/2),
Si3_2(t) = S(p2(t)) = —|c1(t)? log<(cll(1)|()|)) —log(1 —|e1(t)]?). (2.3.4.2)

(2.3.4.1)
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Figure 2.11: The upper left (right) panel shows the short time evolution of S12-3(t) (S13-2(¢)) for J/p = 2.19. The
lower left (right) panels show the long time evolution of S12—3(t) (S13—2(t)) for J/p ~ 2.19.

In ﬁgurewe show the long and short time evolution of Sja_3(t) and Sy3_2(t) for J/p = 2.19. We remark
that the lowest value of J/p at which Sja_3(t) reaches a value higher than 0.999 is J/p = 1.00, which is the
same value of J/p such that the maximum entropy is reach in the dimer. In the appendix Trimer Additional
Results we give a plot showing the maximal values reach by the bipartite entropies as a function of log(J/p).
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In the lower panels of figure we highlight with circular red markers the minimal values of S12_35(¢) and
S13-2(t) within each quasi-period T,,. The time at which this minima change from increasing to decreasing
is when finite size effects start to dominate the dynamics. This is very clear in the evolution of Sia_3(%),
see the lower left panel. Notice that the behavior of Sy3_5(t) is different from the behavior of Sis_3(¢), see
the lower right panel. We interpret their different behavior in terms of mutual information and the parity
symmetry of the system below in Mutual Information. See the appendix Trimer Additional Results for plots
off the long time evolution with other values of J/p.

In figure we show the time averages Si3_o(t) and Si2_3(t) for a fix time 7 = 10 p~! for all values
of log(J/p). We also show the time averages taken over integer multiples of half-recurrence times T,./2 for
each value of log(J/p). In contrast to the spin-z correlations, the time averages of the bipartite entropies
clearly reflect the overall evolution and Poincare recurrences of the dynamics, as shown by the large difference
between the averages taken for a fix T throughout the whole J/p spectrum, and the averages taken over the
recurrence times. The classification of the different emerging dynamical regimes is more complete and richer
when the averages are taken over the Poincare recurrence times instead of an arbitrary value T'. In other
words, we need to identify the times at which finite-size effects enter the dynamics and ruled them out. We
stress that this is one of the main results of this thesis.
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Figure 2.12: The log(J/p) is taken in base 10. The averages over nT/2 were calculated for all values of log(J/p) €
(—2,1.7) with a step of 0.01. We choose different decreasing values of n between 80 for J/p < 1.00 and 1 for J/p > 25,
this implies that the integration times n7y/2 approximately ranged between 252 p~! for J/p =~ 0.04 to 6700 p~! for
J/p &~ 25.12. The vertical dashed (green) and dashdotted (yellow) lines are set at the inflection points of S13,2(t)l
and 512,3(26)/ respectively. The recurrence times were manually identified for all values of log(.J/p) between 0.2 and
1.7 with a step of 0.05. For the calculation of the time average entropies, the Poincare recurrence times 7T, were
obtained from an exponential fit of the manually obtain values. We show a plot with the exponential fitting of the T’
times in the appendix Trimer Additional Results. Although the curves for the averages Si2—3(t) and Si3—2(t) appear
smooth, numerically their derivatives were discontinuous at all points. We deemed this discontinuities as non-physical.
To calculate the inflection points of the derivatives the numerical data was fitted to a polynomial using the Numpy
built-in package Polynomial.

In figure the vertical dashdotted (yellow) and dashed (green) lines are set at the inflection points of the
first derivative with respect to log(J/p) of the averages S12_3(¢) and S13_2(t) taken over the recurrence times
T, which are, respectively, log(J/p) = —0.65, —0.11, — J/p ~ 0.22,0.78 and log(.J/p) = —0.73,—0.20,0.67 —
J/p =~ 0.19,0.63,4.68. These points allow us to define four different dynamical regimes similar to the ones
defined in the dimer.
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We define the local-dominant regime for J/p < 0.19, where we identify the first inflection point of 5’13,2(t)/.
In this regime, the system evolves near the initial state and the entropies are small at all times with S15_2(t)

being slightly larger than Sya_3(¢).
We define the first intermediate-regime, J/p € (0.19,0.78), where we identify the second inflection point

of S12-3(t) at J/p ~ 0.78. Makes no difference to the following discussion to define the first-intermediate

regime with J/p € (0.19,0.63), where we identify the second inflection point of Slg,g(t)/ at J/p ~ 0.63. In
this regime, the time average bipartite entropies increase very rapidly as J/p increases. An important point

in this transition regime occurs at log(.JJ/p) = —0.46 — J/p ~ 0.35. Here, the time average S12_3(t) becomes
larger than Sy3_5(;). We comment on the interpretation of this point below in Mutual Information.

We define the second intermediate regime, J/p € (0.78,4.68), where we identify the third inflection point of

513,2(t)/ at J/p =~ 4.68. In this regime, S13_5(t) stabilizes near its asymptotic value reaching its maximum
at J/p = 2.19. The S15_3(t) continues to increase, albeit more slowly than in the first intermediate regime,
towards its value in the interaction-dominant regime defined below. Important points in this regime are
log(J/p) = 0.22 — J/p =~ 1.66 and log(J/p) = 0.00 — J/p = 1.00. The value J/p ~~ 1.66 is the minimal value
where signatures of a dynamical quantum phase transition appear in the dynamics. The value J/p =~ 1.00 is

the minimal ratio where the maximum of Sis_35(¢) is higher than 0.999.

We define the interaction-dominant regime for J/p > 4.68. In this case, the averages of the entropies
stabilize and remain very close to the ones given at J/p &~ 4.68. To highlight this, in figure we plotted
the horizontal dashed (light blue) line at the value of S12_3(t) averaged over its recurrence time for a large
J/p = 50.12 approaching the asymptotic limit within the limitations of our numerical calculation, which we
find is very similar to the one obtained for J/p = 4.68.

We remark that the averages in the interaction-dominant regime of Si2_5(¢) over the recurrence times are
much higher than the average entropy obtained in the limit J/p — oo S12_3(t) &~ 0.7328. On the other hand,
the time averages S12_3(t) for a fix T'= 10 p~* for all values of J/p seem to indicate that in the interaction-
dominant regime Sy2_3(t) converges towards this asymptotic value Sy2_3(t) ~ 0.7328. This is due to the fact
that the quasi-periodic evolution at short times resembles the periodic evolution of the system in the limit
J/p — oo. Further, these short time averages also seem to indicate that a higher bipartite entropy is build on
average in the intermediate regime. This is so because in the intermediate regime the system quickly departs
from the initial state, and low entropy states disappear from the dynamics until finite size effects dominate
the dynamics (see the lower left panel of figure .

For the above stated reasons, and to avoid non-physical fluctuations in the time average of relevant quantities,
we stress the importance of identifying the half-recurrence times at which finite-size effects start to dominate
the dynamics for all ratios of J/p. We also remark that simply choosing a longer arbitrary time T is
not enough to avoid the non-physical fluctuations in the averages and appropriately capture the long time
asymptotic averages T — oo. Further, studying the time average over the Poincare recurrence times of the
bipartite entropies allow us to obtained a more complete and richer classification of the emerging dynamics
in comparison with the time averages of the two-point spin-z correlation functions.

In the appendix Trimer Additional Results we provide a plot showing the bipartite entropy averages for
values of T = 20, 50, 100, 1000.

2.3.5 Mutual Information

In order to give a correct interpretation of the behavior of S12_3(t) and S13_2(t) seen in the lower panels of
figure we study the mutual informations I, I13 and I;_s3 which by definition are

Ilg(t) = Sl(t) + Sg(t Slg t),

) = Sa(
Lg(t) = Si(t) + S3(t) — S13(t)
11,23@) =95 (t) + 523(t> -5 t)

(2.3.5.1)
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where S;(t) = S(pi(t)), Si; (t) = S(psj(t)) and S(t) = S(p(t)) is the von Neumann entropy of the system, and
pi;(t), pi(t) are the corresponding reduced density matrices. As the state of the system is pure at all times
it holds that Sia_3(t) = S5(t) = S12(t) and Si3-2(t) = Sa(t) = S13(t). From the parity symmetry of the
system it also holds that S;(t) = S3(t). Therefore, the following relations between mutual informations and
bipartite entropies hold:

Slg_g(t) = Ilg(t), and 512_3(t) = (Ilg(t) + 113(75))/2 = 11_23<t)/2. (2.3.5.2)

The relations above allow us to interpret the different dynamical behaviors of the bipartite entropies S13_2(t)
and S12_3(t) as follows.

For values of J/p < 0.35 it holds that Sy3_2(t) > S12-35(t) = I12(t) > I13(t). This inequality agrees well
with physical intuition. When a local interaction dominates the dynamics low information is shared between
the spins, and the information shared by adjacent spins is slightly larger than the information shared between
non-adjacent spins. As the interaction parameter increases the average mutual information between the
non-adjacent permutable spins 1-3 increases faster than the average mutual information between adjacent
spins 1-2, 2-3. When the local and interaction parameters have equal magnitude, J/p = 1, the average
I13(t) ~ 0.9064 is already much larger than the average I15(t) & 0.6448. Remarkably, this is the first point
such that the mutual information I;_s3, which in words is the information shared by the first spin with the
rest of the chain, reaches values higher than 1.999 in the dynamics. As J/p continues increasing so does
I15(t), while I15(t) keeps growing but very slowly until reaching its maximum at J/p a 2.19, and then starts
converging toward its asymptotic value of 0.6574. For large values of J/p > 4.68 the average I13(t) continues
growing but insignificantly and it stabilizes around I13(t) ~ 1.024.

As it can be seen from the long time evolution of Si2_3(t) = I1_23(t)/2, shown in the lower panels of figure
2.11] as more time passes the average amount of information shared by the non-adjacent permutable spins 1
and 3 increases, while the average of information shared between adjacent spins remains stable. We conjecture
that in much larger chains this behavior will be observable only in the permutable spins near the middle
point of the chain due to the Lieb-Robinson bound [64]. Nonetheless, further exploration into progressively
larger chains is needed to reach more definitive conclusions.
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Chapter 3

Further outlook

We believe that our work opens an opportunity to study three different very interesting problems. We first
ask, how will the environment of the system affect its time scales? As in the intermediate-regime the Poincare
recurrences times are within experimental possibilities we believe it should be possible to determine how does
the environment affect the returning times to the initial state of the system. A related question can be
formulated in terms of entropies or mutual information. As we showed the mutual information between the
non-adjacent spins 1-3 largely increases with time, will this be the same in an open system? it will greatly
decrease, increase or remain the same with the influence of the environment? will the parity symmetry
continue dominating the distribution of information? will the time averages of bipartite entropies still be
adequate order parameters?

A second research pathway that we identify remains in the domain of closed quantum systems. In this
category we identify yet another two different problems of interest. The first one is the obvious extension
to larger chains with the same model. As we have identified signatures of a DQPT in the finite-chain the
natural question is, will this signatures remain for larger chains? will the same four dynamical regimes that
we have defined continue appearing? A study similar to the one we did here and the one done in [36] is, in
our opinion, of great interest.

The second research pathway within the framework of closed systems is related to the phase-diagram of the
XXZ-spin-1 model studied in [35]. Due to the time-reversibility of unitary dynamics we believe that the
emerging dynamics following the same protocol we used here, but with positive anisotropy and interaction
terms, will give similar results. In the phase diagram of the model this would be a quench from a large-D
phase not to another phase of the model, but rather to a transition zone of it between two other phases.
Therefore, we propose to study the quench dynamics emerging from the initial state that we used here with
the following Hamiltonian

H=mp> (5> +hY [J(Sgé'; +SVSY) + iaJZ(SfS;)] . (3.0.0.1)
i (i,9)

As is highly likely that in the finite case with J, = 0 there will be signatures of a DQPT, we ask: will any
value of J, break this signatures? or there is a range either positive, negative or both for which the signatures
are conserved? We believe that a systematic study of these quench dynamics from the large-D phase towards
the XY and Haldane phases near the transition line between them will help bring light on the connection
between DQPT and equilibrium phase-transitions. We emphasize that our results are preliminar and a first
step towards this direction is a numerical study of the emerging dynamics with both positive interaction
terms and positive anisotropy.
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Conclusions

In this work we have studied the out of equilibrium emerging dynamics of a XY-spin-1 chain with single-
ion anisotropy following a protocol of quantum quench. We have found that with the proposed model it is
possible to obtain maximally entangled pairs of spin-1 systems starting from a completely separable state.
We have determine signatures of a dynamical quantum phase transition around the point J/p ~ 1.66 in the
trimer case (i.e. N = 3). In distinction to what happened in a a recent study on the out of equilibrium
dynamics of the 1D-TFIM, where the non-analicities of the rate-function appeared only in discrete values of
the quench parameters 38|, the non-analicities in the rate function in our spin-1 model appear for all values
of J/p > 1.66.

Our results show that determining the times at which finite-size effects dominate the dynamics, throghout
the whole spectrum of the quench parameters, is fundamental to get the maximum physical information
from time average quantities such as two-point spin-z correlations functions and bipartite entropies. We also
determined that the time average over Poincare recurrence times of bipartite entropies are adequate order
parameters, and provide a more complete and richer classification of the dynamics than the time average of
the two-point spin-z correlation functions.

We analyzed the mutual information averages between the different spins in the case N = 3. This initial
analysis indicates that when the interaction among spins is large enough in comparison to the local anisotropy,
the mutual information between the permutable spins is larger than the mutual information between adjacent
spins. However, this requires further exploration into larger chains.
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Appendix A

Proofs

Proof {S’Z, H ] = (0. Expanding the commutator and using the canonical commutation relations directly
follows that

5 }:_pZ[ 87°] - JZS ZSISH“LJJH

— —iJ{8Y85 — $78Y + 5% 8% - S%_. 5% (A1)
N—-1
Y SISt~ STSL, 558 - SL.Sr =0 m
=2

Proof [5’2, H} = 0. Note the following commutators
(802 sv] = se.8:), 802 8r] = —if sy, s,
(sozsz| =ifsv.s) o [snn sy = —ifsr s

With them is direct to obtain the commutator of each (5“)2 with the interaction part of the Hamiltonian:

(A.2)

7 50 55 - 5 (55 n0.(3.8)
2 2 (A.3)
il 87,57 )88 + a8k, { 8%, 5% )
N—1 N-1
LSW, 5785+ 81 S] =3 (Hsn syt s {1}
2 2 (A4)

~ {8157} 85 — i85 {8%. 5% )

N-1

[ ZSW |+ 8 JH] =5 ({sv.sepse +ise {8y, s: ) —i{ s 8} 8u, — sy {5, 5¢ )

=2

Z{S}f sl}sg + szV_l{S}«'V SN} - z{slsl}sg . zsjyv_l{stN}
(A.5)
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Collecting terms it follows that

S2, Z SI Tt S] S;JH] = 0. Also follows that in general lgz, <Z> S?S]?‘] =
i,

0 for « = z,y,z and (i, j) any set Of pair to pair interactions. In words this means that the total spin S2 is

always conserved by pair-to-pair spin interactions.

For the commutator with the local terms of the Hamiltonian note the following

[(59)2.8%) = —i(Se{87.9v} + {5.5¢ } 1)

[0 807] = a(se{se. 8} + {3250 }81), o
When summed give
(8202 + (8002, (87)?] = (V8¢ 87 — SrSVS; + $7878Y — §:508¢)
:z([ gz }Swsﬂsgc,sﬂ) (A7)
=0.
And therefore [52,}[} =0. 0
Proof of U(1) symmetry
U'HU? = H, with U= eXp(—i@Sz). (A.8)
Explicitly developing the transformation
U9 THUQ Hexp(z@SZ) (i ) ﬁexp(—iﬁgj)
h=t =t (A.9)
N-1 N
+ H exp (295’5) ( SEST. L+ SIZSZJrl) H exp(—i@é’j),
i=1 k=1 j=1

Is clear that it suffices to show that
exp(iog,g) ((5*,5)2) exp(—i@éf) = (52)% (A.10)
exp(ieé,j) exp i@SgH) (:?;55*@1 + SgﬁgH) exp(—wﬁg) exp (zeé;H) = Sr8rL +8Y8Y,,. (A1)
The first equality follows immediately from the known identity
exp(A) F(B) exp(_A) - f(exp(A)Bexp(_A)). (A.12)

For one expands the left-side using the known series expansion

exp(4) Bexp(=A) = B+ [A.B] + L[A[A.B]] +-- = > cu(A. B (A13)

Using the canonical commutation relations one directly obtains

&z Gy (— 1)”/29"5'k for even n
Cn('LaSkaSk) - { ( 1)(,”_,’_1)/2 om Sy for odd n (A14)
S, (— 1)”29nSy for even n
z Gy _
Cn(wskask)—{ (~1)D/28 5 for odd n (A.15)
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From where
exp (io k) e exp(—ios*,g) = cos 057 — sin 57
exp (16057 ) S} exp(~i057 ) = cos OS] + sin 055
Therefore
exp (107 ) exp (108711 ($18t,1 ) exp(—i657 ) exo (1657, )
— cos? 95757, +sin>0SYSY, | — @ (SE8%,1 +S18t );
exp (1057 ) exp (109711 ) (SUS1.1 ) exp(~i057 ) exv (1657, )

JUNN PN in(20 PN JUNN
— cos?0SYSY | + sin® 057 SE, 1 + Smé ) (S,fS;ZH + S;;s,fﬂ).

Immediately follows that is true, and therefore is proven. ®
Proof of [II, H] = 0. Noting that

{Hé, Sf‘ + Sﬂ [Hl SO‘S&} = [ é, (Sf‘)2 + (5’0‘)2} =0 with a=uzy,z.

VREaK) J

For even N Immediately follows that

N (N=2)/2 N
1I, Z(Sa Z I (5200)7 + (S%_)® + Z (59)?| =0.
j=1 i=0 j=0,(i+1,N—i)
And also
N-1 N/2-2 N-1
I, Z S5 Z I, 59881 4+ 82158 + SN iSF—ivt + SV_im1 SR + Z
= j=05£i+1,N—i

(A.16)

(A.17)

(A.18)

(A.19)

(A.20)

(A.21)

a da
S ]+1

N/2 L] Ga da Qo Ga L]
[HN 1, 9985 + 8% 1SN} [HN§2+1aSN/2—1SN/2 + SN/25N 241 +SN/2+1SN/2+2]

(A.22)

In the odd case the proof of the commutation with the local term is written in the same way as above.

Explicitly writing the commutator with the interaction term

N (N—1)/2-2
" 1
I1, E 5T E T3, PS8y + 521950 + SN _iSh—ip1 + Sf—im1S¥i Sa Ja+1
j=1 i=1 j=0#i+1,N—i

+ [H}\,_l, Sogo 4 Sy%_ls*;@]
[H(N+3)/2 G

1720 S(N=3)/25(N-1)/2 + S(N-1) /25N +1) /2 + SN+1)/250n+3) /2 + SN+3) /250N 45) /2

And it is proven that [II, H] = 0. &
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Appendix B

Trimer Additional Results

Here we start discussing the connection between T,, and T, with the eigenfrequencies of the system. T, is
a ‘least common’ multiple of the system frequencies T,,, = [A1g = mAs;. The times 7). also are near integer
multiples of the frequencies, but in contrast to T,,, for J/p > 1.00 T, continues growing quadratically with
respect to J/p. In ﬁgure we plot both T;,, and T;. as a function of log(J/p).

30
25+
20+

w15

10-

(} T T | I
-1.0 -0.8 0.6 04 —0.2 00 02 04 06 08 1.0
log(J/p)

Figure B.1: Values of T}, and T’ in units of p~! as a function of log(J/p). The log(J/p) is taken in base 10. The
dotted line shows T, as define in the main text. The dashed and solid lines show T}, defined as the time where the
system reaches a fidelity Fo(t) > 0.98,0.95 respectively. The line with the circle markers shows an exponential fit
to the T, times, manually found by determining the half-time recurrence point in which the system starts returning
to the initial state for each value of log(J/p) between —0.20 and 1.70 with a step of 0.05. The time T} grows in an
approximate cuadratic form with respect to J/p.

In the left panel of figure we plot the values of the frequencies Ajg, Ag; as a function of log(.J/p). In the
limit J/p — 0 Ry — 0 due to the degeneracy of the ground state when J = 0. In this limit the dominant
angular frequency is Ag; &~ 2p from where the period of evolution will be close to . This explains the
values of T, when p >> J (shown in the figure . Around log(J/p) = 0.8 the angular frequency Ajq
becomes large enough to influence T,, shown by the first rise in the right panel of the figure In the
intermediate regime R rapidly increases and the values of [, m increase by finite jumps between near integers
values. The values of T, shown in the figure naturally correlate to this pattern. The peaks as the one
in log(J/p) = —0.2 are mostly eliminated when a fidelity of 0.98 is put as a threshold to define T,,, instead of
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0.99. As Ry ~ 1 T}, approximately becomes 2719 ~ 2151 = T59. This explains the observed quasi-periodic
evolution in the interaction dominant regime. In this regime T}, ~ 7/(v/6J + 2ap) with a = p/3v/6.J, which
we obtained by applying second order perturbation-theory to the effective Hamiltonian.

ok 14 i B
20—? 12-
] 10- L
15- ] .
%] 8 |
X ] ]
410‘, 6- A [
] 4+ L
5_7 ] “.Jl Jui
1 ] 2- ,4d U
0-‘——%—/“,“‘, oq—v—‘——f—',b/,l ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
-12 210 ~0.8 0.6 0.4 02 00 02 04 06 08 10 127 208 T Z04 00 0.4 08 12
log(J/p) log(/p)

Figure B.2: The log(J/p) is taken in base 10. The left panel shows A1p and Az; in units of p as a function of log(J/p).
The right panel shows the values of [, m when T, is defined as in the main text. The peaks of the fidelity to determine
T,, were located using the SCIPY built-in function find-peaks. In both panels the vertical dashed (dashdotted) lines

are set at the inflection points of S(t)13_2’ (S(t)12—-3)

In figure[B.3| we plot the weight of the effective Hamiltonian eigenstates in the accessible states [¢) and [t)2).
In the limit J/p — 0 both states are linear combinations of the ground and first excited states each one with
weight 1/2. In the intermediate-regime there is a ‘mizing’ in the weights distribution. In the limit J/p — oo
|11) is a liner combination of the ground and most excited states each with weight 1/2, and |¢) is a linear
combination of all three eigenstates with a dominant weight of first-excited state |E1) equal to 2/3. As the
weights of the effective Hamiltonian eigenstates in the accessible states |11) and |¢)2) are not equal to their
weights in the initial state, the probability amplitudes | (11]1(¢)) | and | (12|t)(t)) |* will never be one.

In the local-dominant regime J/p < 0.22 the system is always near the initial state and quasi-periodically
returns to it completing a Poincare recurrence. When J/p ~ 1.00 the system oscillates without periodicity
departing from the initial state, until reaching a minimal value of the fidelity before finite size effects dominate
the dynamics and the system starts returning to the initial state completing a Poincare Recurrence. We show
the long time evolution of £(t) for J/p ~ 0.22,1.00 in the figure [B.4]

1.4_5 Eigenstates weights on effective states trimer e ::::z
- o leal?
€022
lewal?
lexzf? -
o N )
.
.
e R )
0.0 04 08 12 16 20
log(J/p)

Figure B.3: Weights of the effective Hamiltonian eigenstates in the accessible states |¢1) and [i2) as a function of
log(J/p). The log(J/p) is taken in base 10.
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The longitudinal spin alignment at time ¢ reads
A=2-2(lei() + |e2(t)?) = 2leo(t) . (B.1)

Thus A(t) evolves in a similar way as £(t) as shown in the main text in figures and By measuring
A(t) the Loschmidt echo L£(t) will be indirectly measured and it will be possible to determined both the
Poincare recurrence times T, of the system for J/p ~ 1, and the lowest value of J/p at which the system
reaches orthogonality (i.e. £(t) ~ 0 — A(t) ~ 0). For larger values of J/p the experimental values of T, are
too large and decoherence effects will dominate the dynamics. Nonetheless T,,, gets shorter as J/p increases
and its value can in principle be well determined by measuring A(t). For larger chains the fidelity will not
be directly measured by the longitudinal spin alignment, but both times 7;. and T;,, can be well detected as
A(t) = 2 only when L(t) = 1. Even when decoherence effects start to dominate the dynamics it should be
possible to measure T},, and T, as in general the only spin-eigenstate in which A = 2 is |000) = |vy).

L1+ Loschmidt echo, J/p = 0.22 L1- Loschmidt echo, J/p = 1.00
.0- 0 T 7
0.9- 0.9- |
0.8- 0.8-
0.7- 0.7-
©0.6- 50.6-
~0.5- ~0.5-
0.4- 0.4-
0.3- 0.3-
0.2- 0.2-
0.1j O.Ij { |
0.0+ T T y y T T T T T T ) 0.0+ T T T T T T T T T ) T J
0 5 10 15 20 25 30 35 40 45 50 55 60 0 5 10 15 20 25 22 35 40 45 50 55 60
P

Figure B.4: The left panel shows L(t) for log(J/p) = —0.65 — J/p ~ 0.22. The right panel shows L(t) for log(J/p) =
0.00 — J/p = 1.00. The vertical dashed lines in both panels are set at integers multiples of 7}./2.

I \/Loschmidt echo minimal value |

Jip=1.66

|
| T

—0.4 0.0 0.4 0.8 1.2

log(J/p)

|
|
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] |
0.2- | ‘
I
|
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Figure B.5: Loschmidt echo minimal values reach in the dynamics as a function of log(J/p). The log(.J/p) is taken in
base 10. The minimum are shown for all values of log(J/p) between —1.6 and 1.6 with a step of 0.01.

The evolution of the spin-z correlations C12(t) and Ci3(t) for J/p ~ 1 clearly reflect the Poincare recurrences
of the system as shown in the upper panels of figure Nonetheless, for longer values of J/p, Cia(t)
becomes almost completely quasi-periodic and the Poincare recurrences signatures are lost as we show in the
lower panels of figure In contrast, in the evolution of C3(t) the Poincare recurrence signatures remain
in the interaction-dominant regime, see the lower right panel of figure
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Figure B.6: Long time evolutions of the spin-z correlations for log(J/p) = 0.00,1.00 — J/p = 1.00, 10.00. The vertical
dashed lines are set at integer multiples of the half-recurrence time T./2. For J/p ~ 10 T;./2 ~ 1063 p~' not shown

in the lower panels.
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Figure B.7: The upper left (right) panel shows the long time evolution of Si2_5(t) (Si3—2(¢)) for J/p =~ 0.22. The
lower left (right) panels show the long time evolution of S12_3(t) (S13—2(t)) for J/p = 1.00.

In the figure @We show the evolution of the bipartite entropies for J/p = 1.00. As commented in the main
text this is the lowest value of J/p such that S12_3(¢) > 0.999 at some point in the dynamics. This means
that the system reaches a state in which the information shared between the border spin 1 (or 3) with the

rest of the chain is maximal.

In the figure [B-§ we show the maximal values reach by the bipartite entropies in the dynamics. The lowest
value of J/p in which the bipartite entropy Si3_2(t) reaches values higher than 0.999 is J/p ~ 0.78 —
log(J/p) = —0.11, which actually coincides with an inflection point of the first derivative of Siz3 — 2(¢). This



is most likely just a coincidence. Note that the maximal value reach by S13_2(t) is greater than the maximal
value reach by S12_3(t) for J/p < 1.
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Figure B.8: Maximal values reach by the bipartite entropies in the evolution of the system. The log(J/p) is taken in
base 10. The maximum are shown for log(J/p) € (—1.5,1.5) with a step of 0.01.
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Figure B.9: Averages of the bipartite entropies for different fix values of T for all values of log(J/p) between (—1.5,1.5)
with a step of 0.01.
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As commented in the main text, when the bipartite entropies are averaged over fix values of T' spurious non-
physical oscillations appear throughout the J/p spectrum, even for large values of 7. For increasing values
of T the average entropies S1o_3(¢) get closer to the average calculated over integer multiples of the half-
recurrence times. For large values of J/p the curve for 7' = 1000 p~—! still converges towards the asymptotic
value of the average due to the fact that the half-recurrence times become extremely large. For example for
log(J/p) = 1.5 T, /2 ~ 10605 p~!. Therefore, we conclude that although in the interaction-dominant regime
the unitary evolution predicts an emerging dynamics different from the one that is obtained in the asymptotic
limit J/p — oo, in any experimental situation the observed dynamics in this regime will resemble the one
that can be obtained setting p = 0,.J > 0, which has a period T = 7/v/6.J. The experimental apparent
period for a small but non-zero value of p should be given by T}, ~ 7/(v/6J + 2ap) with a = p/3/6.J.
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